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ABSTRACT

rch to identify the high
,data mining classification

classifier. By this, awareness is
chronic health hazards in humans.

Index Terms— pesticj A ' fyriculture.

percent has been the, Agriculture Sector. According to the fourth Advance Estimates of
Production of grains 4-15, total food grain creation is assessed to be 264.77 Million Tons.
Indian farming populgion is in crisis and facing a huge number of problems for increasing the
efficiency of crop production. One of the major tasks in agriculture production is pest management.

India’s utilization of pesticides is 76 per cent as against the world average of 44 per cent.

Excessive use of pesticides is harmful in several ways. On one hand, farmers have to pay
more for the pesticides, while on the other, increased pesticide usage making more harmful to the
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crops [1]. Without having proper guidance, the farmers are applying wrong, untimely, unnecessary,
and excessive pesticides. It causes several problems for farmers, environment and public health.

Pesticide toxicity is the measure of the ability of a pesticide to cause injury. Toxicity
represents the kind and extent of damage that can be done by a chemical. In other words, if you
know the toxicity of a pesticide, you know "how poisonous" it is [2]. For modeling the ecological
data like agriculture, the data mining techniques are used.

DATA MINING IN PESTICIDE TOXICIY CLASS

Data mining is the process of discovering intg

treated as a synonym of knowledge discovery 4f¥ database although esearchers view data
mining as an essential step of knowledge dis
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Figurel: rvievMa steps comprising the KDD process

In general, a knowledg@#fiscovery process consists of an iterative sequence of the following steps:

-~ Data cleaning

- Data Integration
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RELATED WORK:

A study conducted by [RaR
Aihabkhan, and Dr. Ahsan Ab

Mining reported that Chernoff f8
clustering of agricultural data is

alternative tools for toxicity modeling and prediction of
uatjon and authorization purposes of public regulatory

S T,Deepu Kumar T L, Tata Elxsi L, Dr. Andhe Pallavi ]

Toxicity Classification. This paper proposed the algorithms tell

a level ranging from highly toxic level to non toxic level. By

knowing the tox vel of a pesticide, proper pesticide can be used for infected plant [7].
[Emilio Benfenati, P zzatortal, Daniel Neagu, and Giuseppina Gini] Combining classifiers
of pesticides toxicity t@pough a neuro-fuzzy approach. The objective of this exploration is to apply
neuro-fluffy systems to give a change in joining the consequences of five classifiers connected in
harmfulness of pesticides [8]. [Francisco Prieto Garcia, Sandra Y. Cortés Ascencio, John C. Gaytan
Oyarzun, Alejandra Ceruelo Hernandez and Patricia Vazquez Alavarado] Pesticides: classification,
uses and toxicity. This paper proposes the measures of exposure and genotoxic risks. The principle
strategies utilized in the appraisal of pesticides introduction are the historical backdrop of
presentation, the specialist’s assessment and natural and organic observing [9]. [Elena Lo Piparo
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and Andrew Worth] Review of QSAR Models and Software Tools for anticipating Developmental
and Reproductive Toxicity. This report gives a cutting edge survey of accessible computational
models for formative and regenerative lethality, including Quantitative Structure-Activity
Relationship (QSARs) and related estimation techniques, for example, choice tree methodologies
and master frameworks [10].

[M.G. Hill, P.G. Connolly P. Reutemann, D. Fletcher] The use of data mining to assist crop

the most imperative
gh, N. K. Yadav, R.
icity Prediction, This
paper proposed the machine Learning, one of the
evolved as the most efficient and powerful to

orate the Instance-based
, Repeated Incremental
Pruning to Produce Error R
Vector Machine (SVM)[13].

DATA SET:
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Attribute | Attribute Values Data
name description Type
Crop The name  of| Paddy. Nominal
name the particular
crop.

Pestname | The name  of| Blast, Nominal
the
particular sheath
pest that affects | blight,

the crop. stem borer
etc.

Pest occurs in Kharif, Nominal
season rabi
Fungal,
Type Type of pest Insect,
Virus, etc

Pesticide | Name of  the| Coragen, [ Nominal
name pesticide malathion,

Preferred Preferred  dose
dose/acre | recommended

Applied
dose/acre

Nominal

Figure 2: Pesticide Data set

The above table shows the input for classifying by some classification techniques. The table
contains crop name means which type of crop paddy, wheat etc. Another attribute is season. The
time of yield production e.g. khariff or Rabi.Pest name, either fungal or viral pests are occurred for
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crops. The pesticides are applied in prescribed dose but farmers used excess amount of pesticides
than suggested.LD50 value of a pesticide can be calculate by using the chemical composition and
LD50 value of each value. Then take the predefined LD50 values which are recommended by
WHO. Based on the data, the classification algorithms classifying the pesticides as low, moderate
and highly toxic.

PROPOSED SYSTEM OVERVIEW:

Till now research is not done in the pesticide toxicitygPt QN using various data
mining techniques in India to avoid high-toxic pesticides usa@€ and enriG@iarmers to use proper
pesticide used for infected plant. The classification 3
Neighbor helps to classify the toxicity levels in
production.

CLASSIFICATION ALGORITHM

Following section explain
Decision tree Classifier, K-nearest neighbor.

iciently on large databases. It can handle thousands of input
variables wi [ i@h. It gives estimates of what variables are important in the
classification.

Random Forest uses th ormation gain to construct decision trees.
Information Gain:

To compute the expected information gain by using the following formula:
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m

Info (D) = -5 pilog2 (pi)

=1
v

InfoA(D)=Y ( |Dj)/|D|)*Info(Dj)
i=1
Gain(A)=Info(D)-InfoA(D)
K-Nearest Neighbor Classifier:

“K-Nearest Neighbors classifier [1
unknown data point using previously known

classified by a majority choos
common amongst its k nearest

n distance formula, the distance calculated between only two data
points. It cannot be po e for three data points. Then, by using k-means clustering algorithm for
grouping the similar data points. Then applying the K-nearest neighbor algorithm for classifying
the pesticides as low or high toxic.

k-means is one of the simplest unsupervised learning algorithms that solve the well known
clustering problem. The procedure follows a simple and easy way to classify a given data set
through a certain number of clusters [16].
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CALCULATING LD50 VALUE OF A PESTICIDE:

The pesticide toxicity can be measured by using the factor LD50 or Lethal Dose50. The
LD50 is the dose of a pesticide that will kill half of a group of test animals from a single exposure.
The LD50 is expressed in milligrams per kilogram of body weight of the pest. The data mining
classification algorithms classifies the pesticide toxicity based on LD50 value of the pesticide.

Calculated LD50=

Caloutated onal ot demueal LD =

10

(% chemsical #1) + (% chemical £2) + (% chemical £3)

(LD50 chemcal £1) (LD30 chemical #2) (LD30 chemsical £3)

100
Ty

~ T
Calculated onal ce demeal LD30 fow apesticide= ™*

Where: *Ax = weizht pecent of each componens in the Pesticide

Av=theacue ceal or demal LD3) of the covespending compeoznt

%A

T = o of all the math divisions for Ta
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Figure 3:y@yerview for Pesticide

Taking pesticides data a
format. Extracting

classifier and k-n ithms are implemented using Java programming.
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Figure 4: Raw data set

After collecting the raw data fye a by selection of LD50. The

required data contains attributes
dose/acre, and applied dose/acre
category. Pesticide

categorized as lo
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Figure 5: LD50 value of Pesticid
After calculating the LD50 value of a pes
pesticide toxicity classification.

A B C D E
Croé !Disease Pesticide LDS50 toxic level
paddy blast capton 381.64 moderate
paddy blast thiram 2772.6 low
paddy blast 25.59 high
paddy blast edifenphc 1909.9 low
paddy blast beam 66.52 moderate
paddy blast propicona 3629.18 low
paddy blast tricyclozol 155.39 moderate
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Figure 6: Rluired Data set

After completing the attribute selection the datamining classification like random forest, k-nearest
neighbor are applied on the data.

INTERNATIONAL JOURNAL OF ADVANCES IN ENGINEERING RESEARCH




International Journal of Advances in Engineering Research http://www.ijaer.com

(NAER) 2016, Vol. No. 11, Issue No. 1V, April e-1SSN: 2231-5152, p-1SSN: 2454-1796

Results obtained by Random forest classifier by using Java:
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Eygure?: Output for Random Forest classifier

plementation of Random Forest algorithm for classifying the pesticides
as low, moderate and #igh.
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Results obtained by K-means clustering algorithm by using Java:
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Results obtained by K-neares classifier by usi
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Figure 9: Output for K-nearest neighbor Results of Random forest algorithm are compared
with other algorithms such as K-nearest neighbors. Information of all algorithms is
summarized in following table.
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Table 1: Comparative result of classifier

Evolution
Criteria

RANDOM
FOREST

Accuracy

93.33%

86.67%

Precision

95.23%

91.66%

Recall

93.94%

87.88%

F-measure

94.58%

89.73%

The following graph shows the result:

Rar?ﬂ Forest K-n
5.23%

93.33%

93.94%

Accuracy Precision Recall

94.58%

F-measure

Figure 10: Graph for Classifiers Performance

http://www.ijaer.com
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From table we can say that Random forest algorithm gives better result among the

others.
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CONCLUSION AND FUTURE WORK:

The results of pesticide toxicity classification differentiates pesticides into high,
moderate and low toxics applied on crops for good production and this classification helps to
avoid highly toxic pesticides. The results are represented to farmers and suggested to use only low
toxic pesticides and recommend considering herbal and bio- pesticides to minimize acute health
problems in humans. Pesticide data exists in a complex form whichdsadifficult to be understood
by simple users. To facilitate the decision making process of data is selected by
removing noisy data.

For further work in addition to the farmer syvey data
residues and input parameters from agriculture
pesticides more accurately.
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